A threaded interpretive language interfaced to BASIC for research laboratory applications

Research laboratories such as ours have become increasingly dependent on computers. This spiraling dependence has been fueled by the decreasing cost and increasing availability and power of microcomputers. A major impediment to the further use of computers is the lack of adequate software. To overcome this limitation, we developed a method of combining compiled and interpretive higher-level languages for general use in a diversity of laboratory applications.

In our previous work with mini-computers, control programs were written in a higher-level language, such as BASIC, with assembly-language subroutines for each specialized task. When two tasks were to be performed in immediate sequence, we either wrote a new routine combining the two earlier versions or made two separate calls to the routines from BASIC. Rewriting programs requires a great deal of programming time, but making repetitive calls from BASIC frequently took unacceptably long execution times. To eliminate both of these problems, we decided to develop a means of linking assemblely-language routines together so that they could be used in a single CALL statement from BASIC. Before we had progressed very far, we found that we had reinvented the threaded interpretive language (TIL), this time in a form that was interfaced directly to BASIC.

**Threaded Interpretive Languages**

TILs consist of a set of "words." Primary words, called primitives, consist of machine-language subroutines. More complex words, secondaries, consist of a sequence of calls to primitives. Higher-level words may call primitives or previously defined secondaries in any order. They consist simply of a list of calls to starting addresses of the words. Program execution is rapid because all the primitives are run in machine language and the only extra time is that which is required to pass parameters to each routine and to proceed from one routine to the next.

A TIL has two distinct functions, compiling and running. Compiling consists of creating the lists of tasks to be performed in sequence and placing the necessary parameters in a place where the primitives can obtain them. Running consists of carrying out the tasks in sequence. The major difference between types of threaded interpretive languages is the way the program passes from one routine to the next by a process called threading (see reference 1). We use the technique called subroutine threading. When running, the program simply makes a subroutine call to each word in sequence. Every word, both primary and secondary, ends with a return (RET) instruction. Since the sequence of routines in our application is initially called from BASIC, the final RET statement in the list returns program control to BASIC.

It might be asked why we do not use one of the existing TILs. The principal reason is that we require a more interactive control language in the laboratory, where every possible turn of events cannot be anticipated when a program is written. Another reason is that we find looping and conditional branching restrictive and difficult to use in other TILs. Finally, other higher-level languages contain commands that are convenient for performing routine tasks but are not readily available in most TILs.

**BASIC**

BASIC was developed as a language for beginners. In fact, most people can learn to write programs in BASIC within a few hours. This is an advantage in a university laboratory populated partially by students, where inexperience is common and personnel turnover is high. It is not, however, the major reason for using BASIC as the principal language in the laboratory. Its major virtue in this setting is a characteristic that might usually be considered a drawback, namely, that it is (continued)
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BASIC has become the standard language of many small computers, and thus is constantly being improved.

an interpretive language. This means that every command in a program is translated to machine language immediately before it is carried out. The need for separately interpreting each command slows program execution greatly, but it also makes the programs highly interactive. That is, a program can be stopped at any point and the operator will know precisely where he is because his original program is unaltered.

Once a BASIC program has been interrupted, the computer can be run in immediate mode. The operator can instruct the computer to carry out commands one at a time. In this manner, it is possible for the operator to determine the value of a variable, change a variable, or even change the path of program flow. The ability to interrupt a computer that is interfaced to laboratory apparatus is invaluable when the operation of the apparatus is not entirely predictable, as is often the case.

A final advantage of BASIC is that it has become the standard language of many small computers, including the IBM Personal Computer (PC). As a result, it is constantly being improved and has many useful features.

One disadvantage of some forms of BASIC is their limited memory capability. The version used on the IBM PC can address only 64K bytes. Although this is sufficient space for most programs, laboratory apparatus can frequently generate enough data to make this space seem cramped. Subsequent analysis can usually reduce the data to a more manageable size, but it is necessary to find some way to hold the data without severely limiting the program area. To this end we have designed SALT to store raw data in areas of "high" memory above the BASIC space. An entire block of data can be transferred between this space and disk. Portions of the data in a block can also be transferred between high memory and BASIC arrays. This ability to move large amounts of data between high memory and disk and to operate on smaller parts of it in BASIC arrays provides a type of virtual memory, greatly expanding the capability of BASIC.

The major disadvantage of BASIC is its slowness. While running programs in an interpretive language, the computer cannot respond fast enough for many laboratory applications. To overcome this slowness, machine-language subroutines control the computer when it is interacting with the laboratory apparatus. A difficulty with using simple subroutines occurs when two or more of them are to be run in sequence. Program control returns to BASIC after each subroutine call. This return costs valuable time, and more importantly, the time required may be somewhat unpredictable, especially when parameters must be passed from BASIC to the subroutines. For time-critical operations in which subroutines are to be run sequentially, it was previously necessary to write additional subroutines, combining earlier ones in the proper sequence. As the number of computer applications in the laboratory increased, the continued rewriting of subroutine sequences became costly. To overcome this difficulty, we have developed a method of calling subroutines from a master machine-language routine, with each subroutine defined as a separate routine, and with one CALL statement from BASIC.

SALT
SALT is a laboratory TIL. As with all TILs, SALT's two distinct functions are compiling and running. All compilation is performed by a single assembly-language routine called from BASIC. This routine, named LOADER, creates secondary machine-language words that are subsequently called from BASIC. A secondary word consists of a sequence of CALL instructions, each followed by the starting address of the routine being called and any necessary parameters. Thus, a call from BASIC to a secondary word initiates a second call to the first word in a sequence. The final instruction in a list is RET, bringing the program back to BASIC. It is not possible to call any of the primitive subroutines directly from BASIC. The LOADER routine must first translate the name of the routine to its starting address and create a secondary word consisting of a machine-language CALL instruction followed by all necessary parameters and RET at the end.

The secondary words in a program are recompiled each time the program is run. Thus, programs in SALT are actually created and stored from within BASIC programs. It is not possible with SALT, and probably not desirable in general, to create secondary words that retain their identity outside the individual program. To use SALT, a programmer must be familiar only with the general requirements of the assembly-language routines he wishes to run and with the requirements of the LOADER command. He need not know about any previously written programs or about the specifics of the assembly-language programs. [Editor's note: See the end of the article for details on obtaining copies of the SALT software package.]

At present, we have more than 100 separate assembly-language primitives. These are grouped into functional categories described in detail below.

HARDWARE
The software described here was written specifically for an IBM PC equipped with a Tecmar Lab Master board, 512K bytes of memory, and two floppy-disk drives. It was developed out of a need for an easy and efficient way to make use of the Lab Master. The general principles can, however, be applied to any similar computer system. Almost all laboratory applications can be described as
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a combination of the following functions: control of experiments, including timing and synchronization of external events, and setting external voltages; data acquisition, usually through the digital conversion of electrical analog signals; data storage; and data analysis. All of these functions can be implemented with the hardware and programs described here, except that the topics to be described under the heading of data analysis are limited to a few routines for simple arithmetic procedures and display that might be used as part of more sophisticated analyses.

The Lab Master board has four discrete functions required for laboratory application: an analog-to-digital (A/D) converter with 16 channels of input; two digital-to-analog (D/A) converters; a 24-channel digital input/output (I/O) device; and a chip with five programmable counters and an internal 1-MHz clock, whose basic frequency can be divided either by powers of 10 or powers of 16. Most of the software routines that we will describe are directed at implementing the four functions of the board. The remainder are used for performing simple arithmetic operations on blocks of numbers and for moving blocks of data between storage areas.

**DETAILS OF OPERATION**

SALT consists of a single compiling routine, LOADER, and a large number of small subroutines that perform very specific operations during program execution. The small subroutines are no different from any other type of assembly-language routine except that many are designed to be used in sets. For example, one subroutine may set up a counter for timing operation and another may be required to start the actual timing. The aspect of SALT that makes it unique is the LOADER routine that establishes the secondary words that are called from BASIC.

**LOADER**

The LOADER routine that compiles the secondary words converts all other subroutine names to addresses, eliminating the time required to look up addresses during execution. It then uses the addresses in a sequence where each one is the operand of a CALL, which is followed by any necessary parameters. A RET is placed at the end of the sequence, and the starting address of the entire sequence in memory is placed in a table. The use of memory by the LOADER routines, as well as the memory allocation for SALT and the A/D data operation, is shown in Figure 1. As illustrated, separate memory areas are reserved for secondary routines and for their addresses when SALT is loaded into memory. The LOADER routine fills these areas as it compiles secondary words. In the present version of SALT, those reserved areas are relatively small because there is no need in our application to have them any larger. In principle, the only limitation to the size of these areas is the amount of available memory.

The parameters passed to the routine can be of three types: fixed integer values placed after the routine call; positions of binary bits to be set in a byte that is then placed after the routine call; and BASIC integer variables whose addresses are stored after the call. The following example illustrates the operation of LOADER.

In this example, a word called DR.2 (driver routine number 2) will first configure the 24 I/O lines into three 8-bit

(continued)
ports such that the first (A) port is input and the remaining two (B and C) are output. Second, DR.2 initializes counter number 1 to count 20 milliseconds. Finally, DR.2 stops the counter at its initialized value to wait for the command START to begin counting. The BASIC command to perform this sequence is

```
CALL LOADER (DR.2, IOSET.1.0.0, TIME.1.20.3, STOP!).
```

LOADER would then create a secondary word in memory consisting of the following sequence:

```
CALL 1003
  1
  0
  0
CALL 1097
  1
  20
  3
CALL 2034
  1
RET
```

The starting address of this sequence would be placed in the second position of the driver table, a position reserved specifically for the address of the secondary word called DR.2. The value 1003 is the starting address of the IOSET primitive that initializes the I/O ports, and the parameters 1.0.0 specify the desired configuration. The value 1097 is the starting address of TIME, the routine that sets a counter to count from the Tecmar clock. The parameter 1 specifies the first counter, and the parameter 20 gives the number of pulses to count. The parameter 3 specifies the millisecond rate. The STOP routine, which begins at address 2034, holds counter number 1 at its pre-set count until a START command begins the count.

Once the initialization is complete, another secondary word can use parts of the Lab Master board for other purposes. For example, a word called DR.3 can be written to: wait for I/O line A2 to go high; read a voltage value on A/D channel 10; put the same voltage on D/A channel 1; wait 20 milliseconds using counter number 1, which was initialized by DR.2; and set I/O channels B2 and B3 high. The BASIC command to create this sequence would be

```
CALL LOADER (DR.3, RHA.2, VAD.10, DVOLT, VDAV.1, DVOLT, START.1, WAIT.1, WHB.2.7)
```

The two secondary words DR.2 and DR.3 can be called from BASIC separately, or another secondary word can be written to call them in sequence with a single call. This latter option would be compiled with the command CALL LOADER (DR.4, CDR.2, CDR.3), which would use the addresses in positions 2 and 3 of the driver table to create the assembly-language sequence

```
CALL 812
CALL 871
RET
```

CALL DR.4 is the BASIC command that would execute the entire sequence of tasks before returning to BASIC.

The LOADER command has very specific requirements, some of which have been imposed for ease of the initial programming, some of which have been created for ease of subsequent programming, and some of which have been imposed by the idiosyncrasies of IBM BASIC. For example, all of the secondary words are called DR.N where N is an integer between 0 and 100, and the commands DEFINT D and LOADER = 3 must precede the first call to LOADER in the BASIC program. The starting address of the LOADER routine is 3. The necessity for using the DEFINT D statement has been imposed to eliminate the need for typing the "%" character following each DR definition and each BASIC integer variable parameter, such as DVOLT. The term DR is always used to name the secondary words so that the LOADER program can find the beginning of the parameter list following the words CALL LOADER. A CALL statement from BASIC pushes the entire parameter list in the stack onto the stack. The LOADER routine examines the stack to find the first variable, which always begins with DR. Once this is found, the integer following DR. is used to identify the secondary word.

### Primitive Subroutines

The individual primitive can be grouped under the separate functional categories listed in table 1. They are described below in detail by category. The listings of the individual routines are not given here because they require too much space and because they are, for the most part, specific to the Lab Master board.

When these routines were developed, the highest priority was given to speed, because they were designed to be used in real-time applications. To achieve this speed, the routines were made as simple as possible. The number of Test and Conditional Jump instructions was kept to a minimum because they take a moderate amount of program execution time. The desired simplicity was achieved at the expense of some redundancy in the program. For example, there are nine separate routines to write nonvariable data to the three digital I/O ports. These nine routines differ from each other in only two characteristics, the I/O port to be written to, and the type of output. i.e., whether the specified channels are to be made high, made low, or to toggle (change from the previous value). Since there are three alternatives for each of the three channels, there are nine combinations. Each of the routines is short (about 18 bytes), so that the memory required for nine
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separate simple routines is not much greater than that for a single routine that would accept the I/O port and the type of output as parameters. A larger, single routine would, however, require much more execution time. Execution times were measured for all the time-critical routines that might be used during an experiment. These were estimated in two ways. Some execution times were measured from failures to make A/D recordings on a regular schedule. A ramp voltage was put into one channel of the A/D converter, which was programmed to make conversions at regular intervals that had been established by the frequency of the internal clock. The intervals between clock cycles were decreased in increments of 1 microsecond (μs) until the A/D failed to make a conversion. To detect a failure, the recorded ramp voltage was output to the oscilloscope using the D/A routine. A missed sample was recognized as a double step between voltage levels in the displayed ramp, as shown by the arrows in figure 2. This method could also be used to measure execution times of routines by directing the computer to perform the routines between sampling periods. A second, more straightforward method of measuring execution times was to use a primitive called COUNT that returns the value in the buffer of a specified counter without influencing the counter's operation. By setting the counter to count down from a large number at microsecond intervals, it was possible to estimate execution times with a resolution of 1 μs. The COUNT routine took 68 μs ± 1 μs each time it was called. The execution time of routines inserted between two calls to the COUNT routine was therefore calculated by subtracting 68 μs from the measured interval.

It might be expected that the execution time for a given routine could be calculated from the number of clock cycles required for each instruction in the routine. In general, the routine took 30 to 50 percent longer than expected. A possible explanation for these longer times has been given in PC TECH JOURNAL (see reference 2). Further explanations are beyond the scope of this article. In addition, the execution times were somewhat variable. A possible cause of this variability in timing arises from memory-refresh cycles that occur at unpredictable intervals during program execution. This variability may cause a routine to take variable periods of time, so that variations in execution times will not occur regularly or predictably. Thus, it was necessary to

---

(continued)

**Figure 2:** A voltage ramp was recorded at two sampling intervals, differing by only 2 μs. The digitized data was displayed at the same rate for both. Failure to make a conversion, indicated by the arrows in B, resulted in a complete sample being missed after every 5-8 conversions. The voltage step after a missed sample is twice normal.

---

**MICRO**

The High Points: Just a few numbers will allow you to program a microcomputer with accuracy to thousands as good as four.

How about "The"...
measure execution times repetitively and to estimate an average and a range of speeds.

FILE AND DATA MANAGEMENT

All data is handled as 2-byte integer samples. A few primitives operate on a single number. For example, one primitive sets a voltage value on one of the D/A channels and another records the voltage of a single A/D channel. Most data is handled as long arrays. Before such data can be recorded, a space must be reserved for it in high memory using the ADSET routine, as shown in figure 1. This primitive requires two parameters to establish the number of channels and the number of samples per channel. Once recorded, the data can be transferred to disk using the SAVEF primitive, which creates a disk file using a filename previously specified as a BASIC string variable.

The first 2 bytes in the file are used to record the number of samples per channel. When a file is read from disk using the LOADF primitive, a buffer of the correct size is first created in high memory, and the data is read into it. To use the recorded data in a BASIC program, it is necessary to move the data from its buffer in high memory to a BASIC integer array (e.g., DATAARRAY). This is done with the FETCH primitive, which requires two parameters. The first is an integer that designates the channel number, the second (e.g., D.N2) is a BASIC variable that has been set by the BASIC VARPTR function to the starting address of the BASIC array. The BASIC instruction

D.N2 = VARPTR(DATAARRAY(0))

should immediately precede a CALL to a secondary containing the FETCH primitive because BASIC moves its arrays around unpredictably. The number of the first sample to be transferred from a channel is placed in the zero position of the BASIC array using a BASIC instruction. Samples are transferred sequentially until the defined array is filled or until the end of the channel is reached. In this manner, only a portion of a record is transferred at one time, so that only a small amount of BASIC array space need be used. Another instruction called STORE performs the inverse of FETCH. It transfers data from a BASIC array to a previously defined data space in high memory.

Two additional routines, SAVEF and LOADF, transfer arrays of data in high memory to and from disk. The arrangement of data into channels is the same as that produced by the ADSET routine (see figure 1).

There is a primitive called SWITCH that allows the operator to switch between two BASIC buffers. Each buffer contains a total of 512 bytes. A program may use the two BASIC buffers in the same manner as a memory-mapped file. A BASIC routine called READ can either transfer a record from one BASIC buffer to another with the use of a READY routine.
between two simultaneously existing buffers in high memory. Since each buffer can be as large as 64K bytes, a total of 128K bytes of high memory is available. The combination of ADSET, FETCH, STORE, SAVEF, LOADF, and SWITCH greatly expand the amount of space available to BASIC for handling data. Because data can be transferred between buffer and disk and then to and from BASIC, the routines provide BASIC with a form of virtual memory.

TIMING
Precise timing is essential in almost all laboratory applications. Such timing is made available by a 1-MHz clock in the timer-counter chip on the Lab Master board. The basic frequency can be divided either by powers of 10 or powers of 16. To keep the application simple, we have chosen to use only the decimal divisions. The divided frequencies are available in two forms. They can be divided further by numbers ranging from 1 to 16 and made available externally as an "F-out" square wave. We have not yet found this provision useful and instead have chosen to perform timing using one of the five counters in the chip. There were two reasons for this decision: The F-out pulse is not available internally to software, and more importantly, it cannot be synchronized to external events. The 1-MHz clock and its dividers operate continuously so that they cannot be synchronized at all. The counter can, however, be made to begin counting in synchronization with an externally applied signal. By counting a large number of high-frequency pulses, it is possible to synchronize the counters to within the limits of the basic frequency. Since the counters can count to two pulses, it is possible, in principle, to achieve 1-μs accuracy of synchronization. In practice, the accuracy is limited to 3 μs because of cycle (14 out of every 72 central-processor clock cycles) are used by the computer for memory refresh, and it is not possible to control when the 3-μs interruptions will occur.

The counters on the Lab Master board are complex and have 18 different modes of operation. Despite this complexity, the chip containing the five counters, the 1-MHz frequency generator, and the frequency divider is controlled using two I-byte ports. While it would be possible to initialize the counters directly from BASIC by sending data to the control byte, the complexity of the timers makes it much easier to use separate subroutines to establish each of the modes of operation.
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The complexity of the counters arises from the combinations of available functions. Each counter can count either internal pulses or external pulses, each can count repetitively or give a single count, and each counter can be gated either internally or externally. Finally, each counter has two 16-bit registers from which it obtains its count.

In our application the counters are used for two main purposes. The first is the timing of D/A and A/D conversion. Since conversions are usually made at regular intervals, the counters are usually set to run continuously. In most cases, the duration of the pulses is not critical because the digital conversions are triggered on the changing edge of the counter pulses, so that only one of the two counter registers is used at one time to generate the correct frequency. In one application, the counter pulses are also applied to sample-and-hold circuits used to synchronize the conversion. In this case the pulses from the counter must be sufficiently long to hold all the external circuits in the hold mode until the analog values are converted. Both counter registers are used, one to establish the frequency and the other to set the pulse duration. In another application, the two counter registers are used to establish two separate frequencies. Switching between the two frequencies is accomplished with gating pulses applied externally. The use of these gates eliminates the need for reprogramming the counters and thereby hastens program execution.

The second application of the counters is to control external events by providing pulses of specified duration at specified times. The counter registers are used to establish pulse duration as well as the delay between some initiating event and the onset of the pulse. The counters can be very useful for this purpose because they operate independently of the computer's central processing unit once they have been started. This independent operation speeds program execution greatly.

A/D CONVERSION
The simplest A/D primitives convert a single analog voltage value on one A/D channel and place the digitized integer value in the BASIC variable space. All the other A/D primitives make sequential conversions at a frequency determined by a counter on the timer chip. The principal need for speed in laboratory applications is in the rapid accumulation of digitized data from electrical analog signals. There are four separate routines for this purpose and each has separate advantages with respect to simplicity, speed, and synchronization. All of the routines have been written in a way that makes it possible to interrupt
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rate of conversion. Since the output is displayed repetitively on an oscilloscope, it is important to make this routine as fast as possible. In addition, it is highly desirable to have the sample output rate be a round number of milliseconds. The D/A routines can operate without failure at 48 μs per conversion and so can be used conveniently at 50 μs per conversion. At this rate two channels of 1000 samples each require 50 milliseconds for display. The two-channel repetition rate is thus about 10 per second. The repetition rate is actually a little lower because the oscilloscope requires a few milliseconds to reset its beam to the beginning of each trace. A repetition rate of 12 to 18 Hz is not flicker-free, but is also not too uncomfortable to scrutinize.

**DIGITAL I/O PRIMITIVES**

The I/O ports are used in our laboratory to transfer 5-volt TTL (transistor-transistor logic) pulses between the computer and other apparatus. This transfer of digital signals enables the computer to control the experiments, or in some cases, to be directed by external events. Frequently the digital pulses must be transferred during other time-critical operations, such as making rapid A/D recordings. For this reason, these routines were made as simple and therefore as short as possible. As explained above, this need for simplicity resulted in a large number of very similar primitives. The simple routines take about 31 μs. If the routine is to be run during A/D sampling, an additional 50 μs is required to stop and start the sequential A/D routines.

**ARITHMETIC PRIMITIVES**

A group of primitives perform simple arithmetic manipulations on entire channels of data located in high memory. The manipulations include addition, subtraction, multiplication, and division by constants as well as integration and differentiation. These routines can be very useful in making displays, finding maxima, and detecting trends.
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There are a few miscellaneous routines for operations that could also be run from BASIC, but which have been included in SALT so that program control would not have to return to BASIC each time they were to be run. These routines print messages on the monitor, sound the beeper, etc. They can be used, for example, to provide warning sounds and error messages in SALT.

**FUTURE IMPROVEMENTS**

This first version of SALT contains all the necessary routines for interfacing a computer to laboratory apparatus and for manipulating blocks of data, but it contains very little else. It is obvious that more primitive routines for data analysis would be useful, and that the language might be useful outside the lab. Rapid routines for displaying records with cursors on the displays, finding maxima and minima in records, etc., would greatly speed some types of analysis. High-speed mathematical routines, such as fast Fourier transforms, could also be extremely useful in some specialized applications. Nonlaboratory applications would include all forms of assembly-language routines to be run in batches under control of an interactive higher-level language, such as BASIC. The use of assembly-language routines for performing repetitive procedures and for handling large blocks of data can greatly hasten program execution time and expand the memory space available to BASIC, without sacrificing its interactive qualities. Fortunately, the structure of the language permits the simple addition of the necessary primitives. Once the routine is written, its name, starting address, and parameter format are simply added to the tables of primitives. Since the assembly-language routines are short, it will generally not be necessary to remove old routines to make room for new ones. The current version of SALT occupies about 12K bytes of instruction space, of which 9K bytes are used for primitives. As written, the program can fill up to 64K bytes of higher memory with assembly-language programs, so that the space occupied by the primitive routines can be expanded over fivefold before economy of space becomes a consideration. [Editor's note: You can obtain a copy of SALT on disk and documentation of its operation by sending $50 to Sam Fenster, 4949 S. Woodlawn Ave., Chicago, IL 60615.]
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